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The scaling of the reconnection rate during (fast) Hall magnetic reconnection in the presence of

an oppositely directed bulk shear flow parallel to the reconnecting magnetic field is studied using

two-dimensional numerical simulations of Hall reconnection with two different codes. Previous

studies noted that the reconnection rate falls with increasing flow speed and shuts off entirely for

super-Alfvénic flow, but no quantitative expression for the reconnection rate in sub-Alfvénic shear

flows is known. An expression for the scaling of the reconnection rate is presented. VC 2011
American Institute of Physics. [doi:10.1063/1.3609771]

Magnetic reconnection occurs when a change in topol-

ogy in a plasma’s magnetic field converts magnetic energy

into kinetic and thermal energy. Early attempts to model

magnetic reconnection1,2 assumed a high degree of symme-

try to make the problem tractable. However, these symme-

tries are not appropriate for almost all physical applications.

In particular, the breakdown of perfect symmetries involves

asymmetries in magnetic field strength and density,3,4 the

presence of a bulk shear flow,5 and three-dimensional effects

(see Ref. 6 for a recent review). Such complications occur in

tokamaks7–9 and many locations in the magnetosphere.

Here, we consider the effect of a shear flow, meaning a

bulk flow parallel to the direction of the reconnecting

magnetic field. The canonical example of this is at the dayside

magnetopause. Unless reconnection occurs near the subsolar

point, the solar wind introduces a component of flow along

the reconnecting field. This is most pronounced at the cusps

when the interplanetary magnetic field (IMF) is northward.

Early observations5,10 demonstrated the existence of these

flows, and they are often sub-Alfvénic. Shear flows are now

routinely observed.11–20 Statistical studies showed that recon-

nection at the cusp occurs 90% of the time when the IMF is

northward21 and the shear flow speed is sub-Alfvénic.22–24

In the present discussion, we address the effect of shear

flow on reconnection, meaning the scaling of reconnection

parameters (the functional dependence of reconnection prop-

erties such as the reconnection rate on system parameters).

Much work has been done on the theory of reconnection

with a shear flow; we omit a discussion of the effect on

the shock structure of the outflow region because we are

focused on scaling. The first large-scale simulations study25

employed two-dimensional magnetohydrodynamics (MHD)

with a localized resistivity. They showed that reconnection

does not occur if the flow speed is greater than the Alfvén

speed, which agrees with the previous theoretical work.26

(Interestingly, there is a strong analogy between this and the

results showing that reconnection is suppressed when the

diamagnetic drift is super-Alfvénic,27 which has been con-

firmed by observations in the solar wind.28) When the flow is

sub-Alfvénic, the dissipation region gets twisted and the

opening angle is larger. A follow-up paper29 included the

effects of an asymmetric density, showing that the two

effects can compete or enhance each other depending on

parameters.

More recently, it was shown that the reconnection rate

decreases as a function of increasing shear flow,30,31 though

no quantitative prediction was presented. Interestingly, while

the linear tearing and Kelvin–Helmholtz instabilities are

unstable in different parameter regimes in MHD, both insta-

bilities can be linearly unstable for the same parameters in

Hall-MHD (Ref. 32) because ions decouple from electrons

near the current layer. Hall-MHD simulations were used to

show that shear flow causes flow vortices in magnetic islands

during asymmetric reconnection.33 The linear phase of

reconnection with a shear flow was studied in particle-in-cell

simulations34 and MHD simulations addressed the effect of

the thickness of the shear flow layer.31 Particle-in-cell simu-

lations addressed the combined effects of asymmetries, a

guide field, and shear flow.35 Simulations of reconnection

with a unidirectional flow were also studied recently.36

This paper seeks to obtain a quantitative prediction for

the scaling of the reconnection rate as a function of shear

flow speed for sub-Alfvénic flow. Simulations of Hall recon-

nection with varying shear flow speed keeping all else con-

stant are presented using two independent codes (with

different boundary conditions and dissipation mechanisms).

The result is that both codes reveal the same quantitative

result. We find that the magnetic field upstream of the dissi-

pation region self-consistently changes systematically in the

presence of a shear flow. The effect of this on the rate of

reconnection is discussed. Further properties of reconnection

with a symmetric shear flow are discussed in a follow-up

paper.37

The geometry of the system under consideration is

sketched in Fig. 1. The shear flow is initially parallel to the

reconnecting magnetic field. We assume the system is two-

dimensional with no initial out-of-plane (guide) magnetic

field. For simplicity, we do not consider any asymmetries

meaning that the fields, densities, temperatures, and shear

flow speeds are equal on either side of the dissipation region.

The upstream magnetic field has strength B and the magni-

tude of the shear flow is vs.
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Two-dimensional simulations of compressible Hall

reconnection with a shear flow are performed using two

independent codes, F3D (Ref. 38) and HALL2 (Ref. 39). In

both, the density, ion velocity, magnetic field, and pressure

are evolved in time. Both normalize magnetic fields, number

densities, velocities, lengths, electric fields and pressures to

B0, n0, the Alfvén speed cA0 ¼ B0=ð4pmin0Þ1=2
, the ion iner-

tial length di0 ¼ ðmic
2=4pn0e2Þ1=2

, E0 ¼ cA0B0=c, and

P0 ¼ B2
0=4p, respectively.

We describe the F3D simulations first. Variables are

evolved explicitly using the trapezoidal leapfrog in time and

fourth order finite difference in space. The computational

domain has a size Lx � Ly ¼ 204:8� 102:4 with a cell size

of 0:05� 0:05 and uses periodic boundary conditions in both

directions. To test the resolution, a run is performed at dou-

ble the resolution during the steady-state phase and the

results are unchanged. The initial magnetic field profile is a

double tearing mode

BxðyÞ ¼ tanh
y� Ly=4

w0

� �
� tanh

y� Ly=4

w0

� �
� 1;

where w0 ¼ 1:0 is the initial current sheet thickness. The ini-

tial density profile is uniform with n ¼ 1. The temperature is

initially nonuniform to balance total pressure with an asymp-

totic value of 1. The initial shear flow profile is analogous to

the magnetic field profile

vxðyÞ ¼ vs tanh
y� Ly=4

w0

� �
� tanh

y� Ly=4

w0

� �
� 1

� �
;

where we assume the same thickness w0 for the flow profile,

but this is not a necessary condition.31

Reconnection is initiated using a magnetic field

perturbation of dB ¼ �ð0:012Ly=2pÞbz�r½sinð2px=LxÞ
sin2ð2py=LyÞ�. The ratio of specific heats c is 5=3. There is

no viscosity or resistivity, but fourth order diffusion with

coefficient 5� 10�5 is used in all equations to damp noise at

the grid scale. Initial random perturbations on the magnetic

field of amplitude 0.00005 break symmetry so that secondary

magnetic islands are ejected. The electron inertia is

me ¼ mi=25.

To determine the scaling of the reconnection rate, the

system is evolved until transient effects have subsided and a

quasi-steady state is achieved, meaning that we are in the

nonlinear regime rather than the linear tearing regime. The

reconnection rate E is calculated as the time rate of change

of the magnetic flux between the X-line and the O-line. The

shear flow is varied from vs ¼ 0:0 to 1.2 with all else held

constant. A representative plot of the time evolution of E is

shown in Fig. 2 for vs ¼ 0:4. The presented values of E are

time averages over sufficiently steady times when the mag-

netic island is large, denoted by the two vertical dashed lines

in Fig. 2.

Results for E as a function of vs are plotted in Fig. 3(a).

First, note that there is no reconnection for vs > 1, consistent

with previous results from resistive-MHD simulations.29

Second, as expected, the reconnection rate decreases with vs.

The dashed line has the dependence

E ¼ E0 1� v2
s

c2
A

� �
; (1)

FIG. 1. (Color online) Schematic diagram of the reconnection region in the

presence of a shear flow. Magnetic field lines are (blue) solid lines and ve-

locity flow are (red) dashed lines.

FIG. 2. Reconnection rate E as a function of time t for the F3D simulation

with vs ¼ 0:4. Results are averaged over the steady time between the two

vertical dashed lines.

FIG. 3. (Color online) Reconnection rate E as a function of shear flow vs for

the (a) F3D and (b) HALL2 simulations. For the latter, the (blue) dots used

localized g and (red) squares used current dependent g. The dashed lines are

Eq. (1).
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where E0 is the measured reconnection rate in the absence of

a shear flow. The agreement is very good. It is interesting to

note that the form in parentheses also arises in the linear

theory of the tearing mode with a shear flow,40 although the

full expression for the growth rate has a more complicated

dependence on vs.

One must be careful in interpreting this result. This

expression is the absolute reconnection rate, but one usually

presents the reconnection rate normalized to the upstream

magnetic field Bup. We find Bup self-consistently varies as a

function of shear flow. A plot of the reconnecting magnetic

field strength Bx in a cut across the X-line in the inflow direc-

tion is plotted in Fig. 4 for vs ¼ 0:4, and one can see that the

field strength di upstream is noticeably less than the initial

asymptotic field of 1.

To quantify this, Bup is measured as Bx at the edge of the

current sheet. For the ions, the edge is defined as twice the

distance from the X-line to the point where the electron and

ion inflow speeds differ by 15% of the maximum ion inflow

speed. For the electrons, the edge is defined as the e-folding

distance of the out-of-plane current Jz. The results are plotted

in Fig. 5 for runs with not excessively large vs for which a

reliable Bup was attainable. The upper (red) dots and

the lower (blue) denote the upstream field for the ions and

electrons, respectively. There is a systematic decrease in Bup

with vs, which matches well with the expression

Bup ¼ Bup;0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2

s

c2
A

s
; (2)

where Bup;0 is the upstream field when vs ¼ 0. This is plotted

as the dashed line, showing good agreement.

We now turn to the HALL2 simulations. The algorithm

is second order finite difference which employs a 503� 128

nonuniform grid with a maximum resolution of Dx ¼ 0:2
and Dy ¼ 0:1 in the diffusion region. The system size is

Lx � Ly ¼ 120� 24. The initial configuration is a single cur-

rent sheet and initial flow with profile

Bx yð Þ ¼ tanh y=w0ð Þ;

vx yð Þ ¼ vs tanh y=w0ð Þ;

with a magnetic perturbation dB ¼ �0:25ẑ�r
cosh�2 x=2ð Þ cosh�2 yð Þ
� �

. Boundary conditions are open

(zero derivatives across all boundaries allowing for inflow

through the boundaries). Results are obtained for two resis-

tivity models, one of which uses a localized resistivity of the

form g x; yð Þ ¼ g0 cosh�1 x cosh�1 y and the other a current

dependent model of the form g jð Þ ¼ g0 j2 � j2
c

� �1=2
for j > jc,

where g0 ¼ 0:05.

Results for the reconnection rate are obtained using the

approximate maximum reconnection rate during which the

system in the vicinity of the X-line is approximately steady.

Results are plotted in Fig. 3(b). The constant localized resis-

tivity results are shown in (blue) dots and show the same

behavior found in F3D. The current dependent resistivity runs

are in (red) squares. One difference is that reconnection

switches off in the current dependent resistivity case for shear

flows larger than about 0.8 rather than 1.0. The dashed line is

Eq. (1) modified to have a cutoff speed of 0.85, which reveals

that the scaling with vs is similar to the other simulations.

It is important to discuss normalization. The present

results show that Eq. (1) gives the scaling of E with vs. To

get a normalized (dimensionless) value, one typically defines

E0 ¼ cE=BcA, but there is some freedom in choosing which

magnetic field to normalize to. If one normalizes to the

asymptotic field B0, then Eq. (1) is the appropriate result. If

one normalizes to Bup, Eqs. (1) and (2) imply that E � E0 is

independent of vs. Note also that the (dimensional) inflow

speed vin scales as

vin ¼ vin;0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2

s

c2
A

s
; (3)

where vin;0 is the inflow velocity in the absence of shear

flow, where we use Eqs. (1) and (2) and E � vinBup=c.

The scaling of Bup provides an explanation for the stronger

dependence (and earlier stabilization) of the reconnection rate

for current dependent resistivity. A smaller Bup implies lower

current densities in the diffusion region, so the current depend-

ent resistivity is more easily switched off for larger shear flow.

In summary, we report results of a study of the scaling

of the reconnection rate during collisionless reconnection

with an antiparallel symmetric shear flow. The theory and

simulations are restricted to two dimensions with antiparallel

FIG. 4. Reconnecting magnetic field Bx in a cut across the X-line in the

inflow (y) direction for the F3D simulation with vs ¼ 0:4. The vertical

dashed line goes through the X-line.

FIG. 5. (Color online) Upstream magnetic field Bup as a function of shear

flow speed vs for ions (top, in red) and electrons (bottom, in blue). The

dashed lines are given by Eq. (2).
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magnetic fields. The result is that the dimensional reconnec-

tion rate decreases as 1� v2
s=c2

A.

To understand why the reconnection rate scales with

this particular functional form, the key is to note that the

shear flow decreases the efficiency of the newly reconnected

field lines to drive the outflow. A decrease in outflow speed

leads to a decrease in the thickness of the layer, which throt-

tles the reconnection process. A derivation of this is the sub-

ject of a follow-up paper.37 Note, while the dissipation

region for collisionless reconnection has a two-scale struc-

ture, it is the shear flow at the ion scale that controls the

overall reconnection rate.

For applications to physical systems, it is necessary to

extend the present result for different flow speeds on either

side, which will be the subject of a future study. Additional

studies should relax the simplifying assumptions of the

model, such as two-dimensionality and that the magnetic

fields and shear flows are parallel. A limitation of the present

simulations is that the Hall-MHD model breaks down at

electron scales, so confirming the results with particle-in-cell

simulations would be useful.
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