
Journal of Geophysical Research: Space Physics

The Effect of a Guide Field on Local Energy Conversion
During Asymmetric Magnetic Reconnection:
Particle-in-Cell Simulations

P. A Cassak1 , K. J. Genestreti2, J. L Burch3 , T.-D. Phan4 , M. A. Shay5 , M. Swisdak6 ,

J. F. Drake6 , L. Price6 , S. Eriksson7 , R. E Ergun7,8 , B. J. Anderson9 , V. G. Merkin9 ,
and C. M. Komar10,11

1Department of Physics and Astronomy, West Virginia University, Morgantown, WV, USA, 2Space Research Institute,
Austrian Academy of Sciences, Graz, Austria, 3Southwest Research Institute, San Antonio, TX, USA, 4Space Sciences
Laboratory, University of California, Berkeley, CA, USA, 5Bartol Research Institute, Department of Physics and Astronomy,
University of Delaware, Newark, DE, USA, 6IREAP, University of Maryland, College Park, MD, USA, 7Laboratory for
Atmospheric and Space Physics, University of Colorado Boulder, Boulder, CO, USA, 8Department of Astrophysical and
Planetary Sciences, University of Colorado Boulder, Boulder, CO, USA, 9The Johns Hopkins University Applied Physics
Laboratory, Laurel, MD, USA, 10Geospace Physics Laboratory, NASA Goddard Space Flight Center, Greenbelt, MD, USA,
11Department of Physics, Catholic University of America, Washington, DC, USA

Abstract We use theory and simulations to study how the out-of-plane (guide) magnetic field strength
modifies the location where the energy conversion rate between the electric field and the plasma is
appreciable during asymmetric magnetic reconnection, motivated by observations (Genestreti et al., 2017).
For weak guide fields, energy conversion is maximum on the magnetospheric side of the X line, midway
between the X line and electron stagnation point. As the guide field increases, the electron stagnation point
gets closer to the X line, and energy conversion occurs closer to the electron stagnation point. We motivate
one possible nonrigorous approach to extend the theory of the stagnation point location to include a guide
field. The predictions are compared to two-dimensional particle-in-cell (PIC) simulations with vastly different
guide fields. The simulations have upstream parameters corresponding to three events observed with
Magnetospheric Multiscale (MMS). The predictions agree reasonably well with the simulation results,
capturing trends with the guide field. The theory correctly predicts that the X line and stagnation points
approach each other as the guide field increases. The results are compared to MMS observations, Active
Magnetosphere and Planetary Electrodynamics Response Experiment (AMPERE) observations of each event,
and a global resistive-magnetohydrodynamics simulation of the 16 October 2015 event. The PIC simulation
results agree well with the global observations and simulation but differ in the strong electric fields and
energy conversion rates found in MMS observations. The observational, theoretical, and numerical results
suggest that the strong electric fields observed by MMS do not represent a steady global reconnection rate.

1. Introduction

Magnetic reconnection is an important aspect of dynamics in planetary magnetospheres, the solar corona,
magnetically confined fusion devices, and astrophysical settings (e.g., Zweibel & Yamada, 2009). In Earth’s
magnetosphere, it is a crucial part of the global convection process (Dungey, 1953, 1961) and the abrupt
release of magnetic energy in the magnetotail during storms and substorms (Angelopoulos et al., 2013;
McPherron et al., 1973). One of the key questions about reconnection is the nature of the conversion of mag-
netic energy to plasma energy during the process. This happens both at the microscopic scale, immediately
near the diffusion region where magnetic topology changes (e.g., Pritchett, 2006) or at current filaments
where reconnecting sheets become turbulent (Fu et al., 2017) and at the macroscopic/mesoscopic scale as
reconnected magnetic field lines retract and accelerate and heat the plasma in the exhaust (e.g., Drake et al.,
2006). The energy conversion contains both reversible and irreversible parts; irreversible dissipation occurs
both where counterstreaming beams in reconnection exhausts thermalize (Egedal et al., 2015; Haggerty et al.,
2015) and are a crucial necessity where the frozen-in condition breaks down in the diffusion region. The latter
was a strong motivation for the Magnetospheric Multiscale (MMS) mission (Burch, Moore, et al., 2016), which
was designed to resolve physics at and below electron scales.
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The present study is motivated by recent results from the MMS mission. The first dayside magnetopause phase
(1a) resulted in 12 crossings that were electron diffusion region candidates. These events had a significant
spread in the local parameters thought to control the local reconnection process (Fuselier et al., 2017). We
do not attempt to review the large body of work on all of these events. Instead, we focus on three particular
events: 16 October 2015 (Burch, Torbert, et al., 2016), 8 December 2015 (Burch & Phan, 2016), and 8 September
2015 (Eriksson, Lavraud, et al., 2016; Eriksson, Wilder, et al., 2016). An interesting observation was made in
a companion study (Genestreti et al., 2017) about the location where the rate at which work is done by the
electric field E in the reference frame of the electrons J ⋅ E′, where J is the current density and the prime on E
denotes that it is evaluated in the local reference frame where the perpendicular electron bulk flow velocity
is zero (Zenitani et al., 2011). The strongest signal of J ⋅ E′ was on the magnetospheric side of the magnetic
field reversal in the 16 October 2015 event, and that event had a weak out-of-plane (guide) magnetic field of
strength about 0.1 of the reconnecting magnetic field in the magnetosheath. In the 8 December 2015 event,
there was structure in J ⋅ E′ in two places—near the field reversal and on the magnetospheric side of it, and
the guide field was about the same strength as the magnetosheath reconnecting field. In the 8 September
2015 event, the J ⋅ E′ signal was strong very close to the field reversal, and the guide field was about 5 times
the reconnection sheath field strength. On the basis of these results, it was suggested that the strength of the
guide field is a crucial determining factor of the location within the diffusion region where the rate of work
done by the electric field is significant (Genestreti et al., 2017).

The purpose of the present study is to address this question theoretically and numerically. On the theoreti-
cal side, the challenge is that dayside reconnection is typically asymmetric (Levy et al., 1964), meaning that
the magnetic fields, densities, and temperatures on the two upstream sides of the reconnection region are
unequal. Of course, the location of maximum work done by the electric field in symmetric reconnection is
at the symmetry point—the X line where the field topology changes, which is coincident with the stagna-
tion point where the in-plane flow goes to zero. In asymmetric reconnection, the diffusion region develops
a more complicated substructure where the X line and stagnation point are not colocated (Cassak & Shay,
2007). In the collisionless reconnection regime as is appropriate for Earth’s magnetosphere, it is even more
complicated because electrons and ions have separate stagnation points (Cassak & Shay, 2009). Understand-
ing where energy conversion occurs requires an understanding of the diffusion region substructure, but this
has not been addressed for systems with a guide field. These questions are relevant to other settings where
asymmetric reconnection occurs, including Earth’s magnetotail (Hietala et al., 2017; Øieroset et al., 2004), lab-
oratory experiments (Yoo et al., 2014), turbulence (Servidio et al., 2009, 2010), solar physics (Murphy et al.,
2012), and at other planetary magnetospheres (DiBraccio et al., 2013; Fuselier et al., 2014; Masters et al., 2012).

In this study, we qualitatively motivate how a guide field changes the location where J⋅E′ stop is nonzero, argu-
ing that it is midway between the X line and electron stagnation point for weak guide fields and moves toward
the electron stagnation point with increasing guide field (for typical magnetospheric conditions). Then, we
discuss the quantitative dependence on guide field of the diffusion region substructure, i.e., the location of the
X line and stagnation points. The goal here is to gain the ability to make approximate quantitative predictions
of the substructure of the diffusion region and therefore the region where J ⋅ E′ is nonzero.

The predictions are compared with particle-in-cell (PIC) simulations. Rather than a simulation study which
is organized to have the guide field systematically varied, we opt to perform two-dimensional (2-D) simula-
tions with upstream parameters meant to represent the parameters observed in the three MMS reconnection
events motivating this study. This approach makes it more challenging to definitively attribute effects to the
strength of the guide field, but has the advantage of allowing us to compare the simulation results more
directly to the observations of the events in question. We focus only on the three events discussed here
because of their range in guide field; we leave other events and parameter ranges for future work. As signa-
tures of the process, we investigate the simulated reconnection rates, the rate of work done by the electric
field, and the distribution functions of electrons within the diffusion region that reveal the mechanism for the
generation of current. We find the theoretical arguments, while not perfect, do help organize the data and
provide perspective on the location where J ⋅ E′ is.

The PIC simulation results are then compared to observations, where similarities and differences are noted. We
conclude, as has been anticipated (Ergun et al., 2016; Eriksson, Wilder, et al., 2016), that the strongest electric
field signals and rate of work done by the electric field in the MMS data far exceed those seen in the 2-D simu-
lations and predicted by theory. However, we also compare the results with local and global measures of the
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reconnection rate inferred from observations from the Active Magnetosphere and Planetary Electrodynamics
Response Experiment (AMPERE) and global magnetospheric resistive-magnetohydrodynamics (MHD) simu-
lations. We find that the agreement with these global and local reconnection rates are quite reasonable. These
results collectively suggest that the strong electric field signals observed with MMS for these three events
are not the large-scale reconnection electric fields of 2-D steady state reconnection and therefore represent
something different. This could include 3-D effects, time dependence of the reconnection process, an inherent
spatial burstiness of the reconnection process, external effects that impact reconnection on the microscopic
scales, or that the measured electric fields represent some other effect.

The layout of this manuscript is as follows. Theoretical motivation of the location where J ⋅ E′ is nonzero and
the relative and absolute locations of the X line and stagnation points are given in section 2. The simulations
and how they are set up are described in section 3. Section 4 gives the results of the simulations. Section 5
discusses the results in context of the MMS observations of the three events in question, and discusses com-
parisons with AMPERE observations and global MHD simulations. Finally, section 6 provides further discussion
and conclusions.

2. Theory

In asymmetric reconnection, the peak in J ⋅ E need not be at the X line and, indeed, is typically not. For this
discussion, we use boundary normal coordinates where L is the direction of the reconnecting magnetospheric
magnetic field corresponding to the outflow direction, N is the outward magnetospheric normal direction
corresponding to the inflow direction, and M̂ = N̂ × L̂ completes the triplet and is out of the reconnection
plane. We seek the location in the inflow N direction where J ⋅ E′ is nonzero for asymmetric reconnection and
its dependence on guide field. We treat only 2-D reconnection in the steady state. We define the X line location
in N as X , and the electron and ion stagnation points as Se and Si , respectively.

Contributions to J ⋅ E′ can be broken down into two parts. One is due to current out of the reconnection
plane JME′

M, that is, parallel to the X line. This is expected to be the most significant contribution for reconnec-
tion with an appreciable guide field, as particles accelerate along the magnetic field due to the out-of-plane
(reconnection) electric field E′

M. The other part, J⟂ ⋅E⟂, comes from motion in the reconnection plane, perpen-
dicular (⟂) to the X line. We expect this to be the most important contribution in the weak guide field limit, as
explained below.

We first consider the weak guide field case. In 2-D asymmetric reconnection with parameters typical of Earth’s
dayside magnetopause, the normal (Hall) electric field EN points from the magnetospheric side toward the
magnetosheath and is predominantly on the magnetospheric side of the X line (see, e.g., Figure 1 in Shay
et al., 2016). The magnetosheath electrons cross the X line toward the magnetospheric side (Cassak & Shay,
2008). This produces a magnetosheath-directed JN, so JNEN is positive because the normal electric field does
work on electrons when they are accelerated by the Hall electric field. Since the bulk electron flow goes to
zero at the electron stagnation point, JNEN is relatively small there. Since the electrons accelerated by the Hall
electric field have already crossed the X line, the location where JNEN is maximum for the weak guide field
case is expected to be between the X line and the electron stagnation point.

For the strong guide field case with JMEM expected to be the dominant contribution to J ⋅ E, we note EM in
the 2-D steady case is uniform so the spatial structure of this contribution is given by the structure of JM. As
the guide field increases, electrons are increasingly magnetized. The current is produced where their in-plane
bulk flow is small and they are accelerated out of the reconnection plane along the guide field by the recon-
nection electric field. Therefore, the current should be localized near the electron stagnation point. Thus, as
the guide field increases from zero, we expect the region of peaked energy conversion rate J ⋅E′ to move from
midway between the X line and electron stagnation point toward the electron stagnation point (for typical
magnetospheric parameters).

The treatment thus far is qualitative, so we turn to a more quantitative approach. To address where J ⋅ E′ is
nonzero, we need to find the location of the X line and stagnation points within the diffusion region. Fluid-type
conservation laws have been used to predict the absolute and relative locations of the X line and stagnation
points (Cassak & Shay, 2007, 2009). However, all the previous work we are aware of on this topic did not include
effects of a guide field. This problem needs to be revisited to predict the locations of the X line and stagnation
points during reconnection with a guide field.
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First, we review the prediction in the zero guide field limit. The distance in the normal direction between the
X line and stagnation point is called 𝛿XS. Here we assume the prediction is valid for either species (this has not
been verified to our knowledge), so we use a 𝜎 subscript to denote i for ions or e for electrons. Combining
equations 17, 20, 21, 26, and 28 from Cassak and Shay (2007) gives an expression for 𝛿XS𝜎

as

𝛿XS𝜎

2𝛿𝜎
∼

n1𝜎B2
L2𝜎 − n2𝜎B2

L1𝜎

(BL1𝜎 + BL2𝜎)(n1𝜎BL2𝜎 + n2𝜎BL1𝜎)
, (1)

where 2𝛿𝜎 is the full thickness of the diffusion region of species 𝜎, n is the density, BL is the magnitude of the
reconnecting component of the magnetic field, the 1 and 2 subscripts refer to the two upstream regions, and
the 𝜎 dependence on n and BL reflects that the upstream parameters can be different at the ion and electron
diffusion regions. The expression follows solely from conservation of mass and energy in partial volumes of
the diffusion regions.

In the absence of a guide field, the thickness 𝛿𝜎 of the diffusion region is related to the appropriate inertial
scale. In asymmetric reconnection, the standard inertial scale needs to be modified due to the presence of the
asymmetry (Cassak & Shay, 2009). The result, suitably modified to match the present notation, is

𝛿𝜎 ∼ 1
2

(√
BL1𝜎

BL2𝜎
+

√
BL2𝜎

BL1𝜎

)
d𝜎,out (2)

where the asymmetric inertial scale (in SI units) is (Cassak & Shay, 2009)

d𝜎,out =

√
𝜖0m𝜎c2

q2
𝜎

nout𝜎
, (3)

the density of the outflow is (Cassak & Shay, 2007)

nout𝜎 ∼
n1𝜎BL2𝜎 + n2𝜎BL1𝜎

BL1𝜎 + BL2𝜎
, (4)

and q𝜎 and m𝜎 are the charge and mass of the species. These expressions are derived by assuming that 𝛿𝜎 is
determined by the particles getting accelerated in the diffusion region by the reconnection electric field and
bending in the outflow direction by the reconnected magnetic field. Mathematically,

𝛿𝜎 ∼
vout𝜎

Ωc𝜎(Bred𝜎)
, (5)

where the reduced magnetic field is Bred𝜎 = 2BL1𝜎BL2𝜎∕(BL1𝜎 + BL2𝜎), the cyclotron frequency is Ωc𝜎(Bred𝜎) =|q𝜎|Bred𝜎∕m𝜎 (in SI units), and vout𝜎 is the species outflow speed. We expect this to be the asymmetric Alfvén
speed cA,asym𝜎 for species 𝜎 given by (in SI units) (Cassak & Shay, 2007)

c2
A,asym𝜎 =

BL1𝜎BL2𝜎

𝜇0m𝜎

BL1𝜎 + BL2𝜎

n1𝜎BL2𝜎 + n2𝜎BL1𝜎
. (6)

These predictions of diffusion region substructure were confirmed using 2-D two-fluid simulations (Cassak &
Shay, 2009) and have some support observationally (Walsh et al., 2014), but we know of no systematic test of
these expressions using kinetic simulations.

What changes if there is a guide field? We go through each aspect in turn, starting with equation (1). Since
the guide field does not give up energy in the reconnection process, it should not change the energy or mass
budget in the fluid sense, so we expect equation (1) to be essentially unchanged merely from the presence
of the guide field. However, a guide field is expected to change the thickness 𝛿𝜎 of the diffusion region (Ek-In
et al., 2017; Hesse et al., 2016). Physically, this is because the guide field magnetizes the particles and the gyro-
radius decreases with the guide field. For example, for symmetric reconnection, the thickness of the diffusion
region is d𝜎 = c∕𝜔p𝜎 (Vasyliunas, 1975), but with a strong guide field the thickness of the layer transitions to
the appropriate Larmor radius. This is 𝜌s = cs∕Ωci for the ions (Rogers & Zakharov, 1995; Zakharov & Rogers,
1992), where c2

s = kBTtot∕mi is the ion sound speed based on the total temperature Ttot, and 𝜌e = vth,e∕Ωce for
the electrons (Rogers et al., 2007), where v2

th,e = kBTe∕me is the electron thermal speed. From this considera-
tion alone, we predict that the absolute separation between the X line and stagnation points decreases with
increasing guide field. Consequently, we predict that the absolute distance from the X line to where J ⋅ E′ is
nonzero decreases with a guide field.
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Given that there is not a theory for the thickness of the diffusion region as a function of guide field even for
the symmetric case, we do not attempt a full theory for asymmetric reconnection. However, for small enough
guide fields (say, less than 0.1 or 0.2 of the reconnecting field; Swisdak et al., 2005), we expect equations (2) and
(3) to provide a reasonable estimate for the thickness 𝛿𝜎 . For larger guide fields above 0.2 of the reconnecting
field, we suspect that d𝜎out in equation (2) needs to be replaced by the effective Larmor radius:

𝛿𝜎 ∼ 1
2

(√
BL1𝜎

BL2𝜎
+

√
BL2𝜎

BL1𝜎

)
𝜌𝜎, (7)

and we suggest that by analogy with equation (5), 𝜌𝜎 is given by

𝜌𝜎 =
vout

Ωc𝜎(Btot)
, (8)

where Btot is the average of the total magnetic field (B2
L + B2

M)
1∕2 on the two sides and vout is given by c𝜎,asym,

the appropriate sound speed for the species 𝜎. By analogy with the antiparallel case, we expect that for the
ions, the relevant speed is

c2
s,asym =

kBTtot,asym

mi
, (9)

where the total temperature is used here (rather than just the ion temperature) (Rogers & Zakharov, 1995;
Zakharov & Rogers, 1992) and the asymmetric temperature is (Shay et al., 2014)

Ttot,asym =
n1iTtot1BL2i + n2iTtot2BL1i

n1iBL2i + n2iBL2i
. (10)

We expect a similar expression to hold for the electrons, with v2
e,asym = kBTe,asym∕me, where Te,asym has the same

form as equation (10) but with the total temperatures replaced by electron temperatures and the upstream
fields and densities evaluated at the electron layer.

The other way that a guide field can change the result from the antiparallel case is that if there is an in-plane
pressure gradient, it introduces the diamagnetic drift (Coppi, 1965). When there is a guide field in the M
direction and an in-plane pressure gradient in the normal N direction, the X line convects with the electron
diamagnetic drift in the outflow L direction (Swisdak et al., 2003). As the diamagnetic drift speed increases,
the reconnection rate decreases; if it is bigger than the outflow speed from the electron diffusion region, it
can suppress reconnection entirely. We are not aware of any systematic studies of how this physics affects
the thickness of the layer, so we offer a possibility here. Motivated by Appendix A in Swisdak et al. (2010), we
expect the effective outflow speed to decrease due to diamagnetic effects. Then, we expect 𝛿𝜎 to decrease
due to the vout dependence in the numerator in equations (5) and (8).

To summarize, we suggest that these changes to the antiparallel theory may be useful for estimating the dif-
fusion region substructure for asymmetric reconnection with a guide field. One starts with equation (1) to get
the relative separation in the normal direction between the X line and species stagnation point. Then, one uses
the appropriate form for 𝛿𝜎 from equation (2) for low guide field (<0.1) or equation (7) for higher guide fields
to get the absolute separation between the X line and species stagnation point. Then, J ⋅ E′ is between X and
Se for weak guide field and moves toward Se for stronger guide fields (for typical magnetospheric parameters).

Of course, these predictions are presented not with the idea that they are rigorously valid but with the
hope that they capture the key physics that potentially explain trends in simulation and observational data.
In addition, it should be remembered that these predictions remain confined to the 2-D steady state limit.
Three-dimensional effects can be important, including drift wave instabilities that can affect the size and struc-
ture of the layer (Daughton, 2013; Davidson & Gladd, 1975; Huba et al., 1977; Le et al., 2017; Roytershteyn
et al., 2012; Price et al., 2016, 2017), but this is outside the scope of the present study. We note, however, that
drift waves can appear even in 2-D when there is a guide field because the wave number in a system with an
out-of-plane M component of a field with a pressure gradient in the normal N direction will be in the outflow
L direction, which can be captured in a 2-D system (Beidler & Cassak, 2011).

The discussion so far only takes into account the fluid properties, but kinetic effects that drive the current
should be considered as well. In the weak guide field case for typical magnetopause conditions, the magne-
tosheath electrons crossing the X line and getting accelerated by the normal (Hall) electric field experience
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an E × B drift in the M direction, which produces the current (Burch, Torbert, et al., 2016). This is manifested
in the electron distribution functions as a crescent-shaped structure (Bessho et al., 2016; Burch, Torbert, et al.,
2016; Hesse et al., 2014; Shay et al., 2016). As motivated earlier, this distribution is expected to be clearest
midway between the X line and electron stagnation point. As the guide field increases, the electrons become
more magnetized and the crescents no longer persist for strong enough guide fields (Hesse et al., 2016). The
predictions of this section, while not rigorous, can be tested with kinetic simulations.

3. Particle-In-Cell Simulation Setup

Simulations are performed with the fully kinetic electromagnetic particle-in-cell (PIC) code P3D (Zeiler et al.,
2002). The simulations are in a two-dimensional (2-D) domain with periodic boundaries in each direction.
(Related 3-D versions of the 16 October 2015 simulation performed here have been discussed in Price et al.
(2016, 2017). The code steps particles forward using the relativistic Boris stepper (Birdsall & Langdon, 2004)
and steps the electromagnetic fields using the second-order trapezoidal leapfrog (Guzdar et al., 1993); the
time step for the electromagnetic fields does not need to be the same as the time step for the particles and is
typically smaller.

The simulations are constructed to have asymptotic plasma properties that correspond to the data from three
MMS reconnection events as discussed in section 1. We point out that caution is needed about referring to
these simulations, or any others, as exact representations of the real events. Most PIC simulations, including
the ones here, use unrealistic values for the electron mass and speed of light to make the simulations tractable
on modern supercomputers. However, other differences are also important. For example, we are unaware
of any simulations of MMS events performed thus far that include the magnetosheath flow in the upstream
conditions, and we do not include such flow here. For systems with a large asymmetry, there is reason to
believe that the component of the flow in the direction of the reconnecting field does not have much of an
impact on the reconnection rate (Doss et al., 2015, 2016); the percentage decrease of the reconnection rate
using equation (21) from Doss et al. (2015) for the simulations performed here are 0.04%, 6%, and 20% for
the 16 October 2015, 8 December 2015, and 8 September 2015 event simulations, respectively. Therefore, we
do not expect much of a change to the location of energy conversion if we include the upstream flow. Flow
of course can effect the reconnection site (Nykyri & Otto, 2001), and whether it affects the energy conversion
location or rate would be useful to address in future work. We also point out that the constraints of using
realistic data often present challenges for resolution, so the simulation domain sizes tend to be rather small,
as is the case for the simulations here.

There are other, more fundamental challenges. It is typically the case that the raw satellite data for the asymp-
totic plasma parameters is not in perfect pressure balance in the MHD sense. It is possible that there are
transient effects leading to a temporary lack of pressure balance, but the more likely scenario is that one or
more of the measurements may not be accurate. For example, cold particles in the low-density magneto-
sphere typically are challenging to measure, so the magnetospheric pressure may not be accurate. Therefore,
in practice, one must adjust the raw measured satellite data of asymptotic values to ensure that the upstream
regions on the two sides of the reconnection site are in pressure balance in the MHD sense to perform a
simulation of that event. There are multiple approaches to do this, which introduces some uncertainty. In
the simulations performed here, we adjust the asymptotic magnetospheric electron temperature for the 16
October 2015 event and the asymptotic magnetospheric ion temperature for the 8 December 2015 and
8 September 2015 events to ensure that the asymptotic conditions on either side of the reconnection site is
in MHD pressure balance.

Finally, there is no universal way to define the upstream parameters from a given set of satellite data. Typically,
one finds times slightly before and after when the satellite is on either side of the reconnection region and sees
relatively steady conditions, but using data at different times or averaging over different time ranges can lead
to different interpretations of the upstream conditions. The parameters chosen for the present study repre-
sent our interpretation of the most appropriate upstream parameters, but may not be identical to parameters
chosen by others.

The relevant upstream magnetospheric (ms) and magnetosheath (sh) plasma parameters in real units taken
from the MMS observations for the 16 October 2015, 8 December 2015, and 8 September 2015 events are
given in the first, third, and fifth columns in Table 1, respectively. For the 16 October 2015 event, the sim-
ulation is the same as that presented in Burch, Torbert, et al. (2016). For the 8 September 2015 event, it is
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Table 1
Upstream Plasma Parameters From the 16 October 2015, 8 December 2015, and 8 September 2015
Reconnection Events Measured by MMS

16 Oct 2015 8 Dec 2015 8 Sep 2015

Quantity Data Code Data Code Data Code

BL,sh 23 nT 1 15 nT 0.429 15 nT 1

BM,sh 2.278 nT 0.099 14 nT 0.4 75 nT 5

nsh 11.3 cm−3 1 7.5 cm−3 0.5 16 cm−3 1

Ti,sh 320 eV 1.374 533.3 eV 1.313 160 eV 2.288

Te,sh 28 eV 0.12 50 eV 0.123 30 eV 0.429

BL,ms 39 nT 1.696 35 nT 1 30 nT 2

BM,ms 2.278 nT 0.099 12.5 nT 0.357 70 nT 4.667

nms 0.7 cm−3 0.062 3 cm−3 0.2 6 cm−3 0.375

Ti,ms 1,800 eV 7.731 553 eV∗ 1.361 437 eV∗ 6.248

Te,ms 300 eV∗ 1.288 110 eV 0.271 90 eV 1.287

𝛽sh 2.96 2.96 3.93 3.93 0.20 0.20

𝛽ms 0.39 0.39 0.64 0.64 0.21 0.21

Note. The parameters are the reconnecting magnetic field BL , the guide field BM, the plasma
density n, the ion temperature Ti , and the electron temperature Te . The subscripts sh and ms refer
to the magnetosheath and the magnetospheric sides of the reconnection site. For each event,
parameters extracted from the MMS data are given in real units on the left column, and the same
values are provided in normalized units for the simulations in the right column. Magnetospheric
temperatures with asterisks denote values that have been adjusted to ensure pressure balance
in the MHD sense. The latter part of the table gives associated plasma 𝛽 on each side.

believed that the event was a secondary process in a Kelvin-Helmholtz instability on the magnetopause flank.
While the reconnection is between magnetic fields in the low-latitude boundary layer and the magneto-
sphere, for simplicity in nomenclature, we continue to refer to the higher-density side as the magnetosheath
even though it does not represent the actual magnetosheath. Magnetospheric temperatures in the table with
asterisks mark those that were adjusted to enforce pressure balance. The second, fourth, and sixth columns
give the parameters normalized for use in the simulations. For the 16 October 2015 and 8 September 2015
event simulations, magnetic fields and densities are normalized to the magnetosheath reconnecting field
B0 = BL,sh and density n0 = nsh. For the 8 December 2015 event simulation, magnetic fields are normalized
to the magnetospheric reconnecting magnetic field B0 = BL,ms, and densities are normalized to n0 = 2nsh.
However, all quantities in this study except otherwise noted are converted to be in units normalized to mag-
netosheath quantities. Thus, length scales are in terms of the ion inertial length di,sh, time scales are in terms
of Ωi,sh based only on the reconnecting component of the magnetic field BL,sh, current density scales are in

Table 2
Normalizations to Convert the Numbers Given in Code Units to Real Units for
the Three Event Simulations in the Present Study

Quantity 16 Oct 2015 8 Dec 2015 8 Sep 2015

di,sh (km) 67.8 83.2 57.0

Ω−1
i,sh

(s) 0.452 0.695 0.696

cAL,sh (km/s) 150 120 81.9

cAtot,sh (km/s) 151 164 418

Jsh (μA/m2) 0.270 0.287 0.210

(J ⋅ E)sh (nW/m3) 0.928 0.258 0.257

Enorm (mV/m) 3.435 1.80 1.23

Note. Ω−1
ci,sh

is based only on the reconnecting field BL,sh, not the total
magnetic field.

terms of Jsh =BL,sh∕𝜇0di,sh, and the rate of work done by electric fields are
in terms of JshEsh=JshBL,shcAL,sh, where cAL,sh=BL,sh∕(𝜇0minsh)1∕2 is the Alfvén
speed based on magnetosheath quantities. Converting these normalized
units into real units for the three event simulations can be done with the
values given in Table 2.

Each of the simulations have initial conditions to enforce pressure balance
in the MHD sense across the whole current sheet. The reconnecting field
BL, the guide field BM, and the electron and ion temperatures Te and Ti

all have double tanh profiles with a length scale given by w0 of 1 for the
16 October 2015 and 8 September 2015 event simulations and 1.2 for the
8 December 2015 event simulation. In particular, the guide field need not be
the same on the two sides of the diffusion region. The density profile is then
chosen to make the system in MHD pressure balance, and only one species
(protons) is assumed. As is typical, these asymmetric initial conditions do
not represent an equilibrium solution to the Vlasov equation (Pritchett,
2008). Consequently, the 16 October 2015 event simulation rings initially
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Figure 1. Reconnection rate E in the PIC simulations normalized to the
theoretical normalization Enorm from equation (12) for each simulation as
a function of time t normalized to the appropriate ion cyclotron frequency
Ωci,sh based on the magnetosheath reconnecting field BL,sh. The simulation
for 16 October 2015 (guide field 0.1) is denoted by the dash-dotted blue line,
8 December 2015 (guide field 1) is the dashed red line, and 8 September
2015 (guide field 5) is the solid black line. Associated vertical lines mark the
time at which other plots are taken, and horizontal lines show the time
range over which the reconnection rate is taken as steady. To convert to
real units, see the conversion factors in Table 2.

as the system adjusts to being out of equilibrium. A similar effect is seen
for the 8 December 2015 event simulation, but with a much smaller ampli-
tude. Almost no ringing is seen in the 8 September 2015 event simulation.
We suspect that the larger the guide field, the closer these events are to
equilibrium and the less the system rings.

The electron mass in all three event simulations is me = mi∕100. The speed
of light normalized to the reference Alfvén speed cA0 = B0∕(𝜇0min0)1∕2 in
the three simulations is c∕cA0 = 15 for 16 October 2015, c∕cA0 = 25 for 8
December 2015, and c∕cA0 = 20 for 8 September 2015. The domain size for
all three simulations is 40.96×20.48 in units of di0 = (𝜖0mic

2∕e2n0)1∕2. The
grid scale in both directions is 0.01 di0 for 16 October 2015 and 8 December
2015, but is 0.05 for 8 September 2015. The larger guide field requires a
smaller grid to properly resolve the electron Larmor radius. Each simula-
tion used an average of 500 particles per grid cell with equal weight. The
particles are stepped forward with a time step small enough to resolve
plasma waves, the cyclotron time, and electron Alfvén waves. The elec-
tromagnetic fields have a time step half the size to resolve light waves.
A coherent magnetic perturbation of amplitude 0.1 B0 is used to initiate
reconnection in the double tearing configuration.

4. Results

First, we consider the large-scale evolution of reconnection in the three
simulations. Animations of the time evolution of the out-of-plane current
density JM for the three event simulations, zoomed in to a region near the

X line, are provided as supporting information. In each, the perturbation used to initiate reconnection grows
and primary islands are generated. The X lines in the 16 October 2015 (low guide field) and 8 September 2015
(high guide field) event simulations do not drift appreciably in the outflow L direction. However, the X line in
the 8 December 2015 (medium guide field) event simulation clearly drifts in the L direction, moving 4.4 di0

in a time of 62 Ω−1
ci0 implying an L velocity of 0.07 cA0. We attribute this to diamagnetic drifts as discussed in

section 2; the predicted electron diamagnetic drift speed v∗e for the parameters in use is 0.06 cA0, in good
agreement with the measured speed.

The reconnection rates of the three event simulations are plotted as a function of time in Figure 1. The 16
October 2015, 8 December 2015, and 8 September 2015 event simulations are shown as the blue dash-dotted,
the red dashed, and the black solid lines, respectively. The reconnection rate E is obtained in the standard way
for periodic domains using the flux function𝜓 as the time rate of change of magnetic flux between the X line
(saddle point of 𝜓 ) and the O line (extremum of 𝜓 ). The reconnection electric field is balanced at the X line
by the electron inertia term for all three simulations (not shown), with an oppositely directed contribution of
the electron pressure divergence in the 16 October 2015 and 8 December 2015 event simulations.

To make a more meaningful comparison between the simulations, the reconnection rates are normalized
using the formalism in Cassak and Shay (2007). We make this choice even though the theory does not
include the effects of a guide field, so it does not include the decrease in the reconnection rate due to dia-
magnetic effects (Swisdak et al., 2003) and therefore is not expected to be correct for these events. The
predicted reconnection rate Easym in terms of the magnetosheath and magnetospheric reconnecting fields
(in SI units) is

Easym =
2BL1BL2

BL1 + BL2
cA,asym,i

𝛿

L
, (11)

where cA,asym,i is the asymmetric Alfvén speed given in equation (6). The typical value for 𝛿∕L in antiparal-
lel symmetric (Liu et al., 2017; Shay et al., 1999) and asymmetric (Cassak & Shay, 2008; Malakit et al., 2010)
reconnection is close to 0.1. We show the simulated reconnection electric fields normalized to

Enorm =
2BL1BL2

BL1 + BL2
cA,asym,i, (12)
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Figure 2. Energy conversion in the PIC simulations for the 16 October 2015
event at Ωci,sht = 40. (a) Out-of-plane current density JM , (b) rate of work
done by the electric field J ⋅ E, (c) rate of work done by the electric field
JMEM only associated with the out-of-plane direction, and (d) rate of work
done by the electric field in the reference frame of the electrons J ⋅ E′ as
a function of L and N relative to the X line. To convert to real units, see the
conversions in Table 2.

which is Easym divided by 𝛿∕L. Thus, the reference value for E∕Enorm is 0.1;
if the theory perfectly described the simulation results, the rate would be
close to 0.1. The corresponding Enorm values converted to real units are
given in Table 2.

The 16 October 2015 (guide field 0.1) and 8 December 2015 (guide field 1)
event simulations show the reconnection rate increasing from zero and
achieving a relatively steady state. The ringing in the 16 October 2015
event simulation is because the initial conditions are not in a kinetic equi-
librium, as discussed in section 3. Horizontal lines are plotted at Ωci,sht of
28 to 40 for 16 October 2015 and 12.012 to 14.586 for 8 December 2015
denoting where a steady state is reached. For the 8 September 2015 (guide
field 5) event simulation, the reconnection rate increases, but it does not
turn over to a steady state in the time for which the simulation is per-
formed. It is suspected that a larger simulation domain would be needed
to reach a steady state, but this is not carried out for the present study
because it is prohibitively expensive due to the large guide field and is not
expected to impact the key results. A horizontal line from Ωci,sht of 25.9 to
33.95 denotes where we take as range to estimate the reconnection rate.
The vertical lines at Ωci,sht = 40, 13.728, and 28 denote times at which
forthcoming plots are taken.

The normalized reconnection rates averaged over the given times are
E∕Enorm = 0.0235, 0.0519, and 0.0494 for the 16 October 2015, 8 December
2015, and 8 September 2015 event simulations, respectively. Converting
the simulated reconnection rates to real units using Enorm from Table 2
gives 0.17, 0.21, and 0.074 mV/m, respectively. We will use these in
section 5 to compare to observations.
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Figure 3. As in Figure 2 but for the 8 December 2015 event PIC simulation
at Ωci,sht = 13.728.

We now investigate the rate at which work is done on the particles by
the electric field at the times denoted by vertical lines in Figure 1. For
each event simulation, shown in Figures 2–4, we plot (a) the out-of-plane
current density JM, (b) the rate of work done by the electric field in the simu-
lation reference frame J⋅E, (c) the contribution solely from the out-of-plane
part JMEM, and (d) the rate of work done by the electric field in the reference
frame of the electrons J ⋅ E′ = J ⋅ (E + ve × B). Each are plotted as a func-
tion of L and N in a small domain localized around the X line with axes that
have been shifted so that the X line is at the origin. No smoothing or time
averaging has been carried out in making these plots. The color table has
red as positive, white as zero, and blue as negative, and in-plane magnetic
field lines are overplotted in black. The color tables on the three plots relat-
ing to the rate of work done are not the same for each event simulation.
The latter plot is the nonrelativistic form of the De parameter discussed
by Zenitani et al. (2011); it is commonly called the “dissipation parameter,”
but nonzero value for De may be associated with dissipation but it is not
necessarily so. This is because the acceleration of a charged particle in an
electric field is reversible unless the particle undergoes collisions. For this
reason, we refer to J ⋅ E′ as “the rate of work done by the electric field” or
the“energy conversion rate” instead of “dissipation.”

These simulation data are shown in Figure 2 for the 16 October 2015 event
at Ωci,sht = 40. There is interesting structure in J ⋅ E and J ⋅ E′; the rate
of work done oscillates between positive and negative in a band near the
magnetospheric separatrix. These structures persist in other simulations
with up to 3,500 particles per grid, so we believe this is physical rather than
numerical. We discuss the physical mechanism causing this structure in a
separate paper.Here we focus instead on its location relative to the X line
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Figure 4. As in Figure 2 but for the 8 September 2015 event PIC simulation
at Ωci,sht = 28.

and stagnation point. We also point out that by comparing Figures 2c and
2d, the dominant contribution to J ⋅ E′ is not due to the portion along the
X line but rather is due to the in-plane dynamics. This is consistent with the
discussion of section 2.

Similar plots for the 8 December 2015 and 8 September 2015 event simula-
tions are shown at Ωci,sht = 13.728 and 28, respectively, in Figures 3 and 4.
The signals in these two simulations are smoother, without the oscillations
seen in the 16 October 2015 event simulation. By comparing Figures 3c
and 3d and Figures 4c and 4d, we see that the dominant contribution to
J ⋅ E′ is from JMEM, as anticipated in section 2. It is challenging to clearly
ascertain where the energy conversion rate is nonzero from these plots, so
we take cuts of J ⋅ E′ in the vertical direction N through the X line for each.
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Figure 5. Cut in the N direction of J ⋅ E′ through the X line for the (top)
16 October 2015, (middle) 8 December 2015, and (bottom) 8 September
2015 PIC simulations, at Ωci,sht = 40, 13.728, and 28, respectively. The
vertical dashed lines mark the X line X and the locations in the same cut of
the electron Se and ion Si flow reversals (stagnation points). The horizontal
axes are rescaled in the three plots so that the X line and the ion flow
reversal line up. Data are presented in normalized units given
in Table 2.

The results are shown in Figure 5 for (top) 16 October 2015, (middle) 8
December 2015, and (bottom) 8 September 2015. The vertical dashed lines
mark the X line X , the electron stagnation point Se, and the ion stagna-
tion point Si . A number of important points warrant further comment.
First, while the location of the X line is Galilean reference frame indepen-
dent (in a nonrelativistic system as is the case here), the stagnation points
are not. Many studies have plotted the stagnation point in the reference
frame of the simulation, but if the X line is in motion, this is not the appro-
priate reference frame to determine properties of the reconnection since
the reconnection electric field is not uniform in that frame (Mozer et al.,
2002). In asymmetric reconnection, the X line typically convects in the nor-
mal N direction toward the side with the stronger magnetic field (Cassak
& Shay, 2007, 2009) because it is energetically favorable compared to the
X line remaining stationary and bending the stronger field. This happens
to greater or lesser extent in all of the simulations treated here, so all of the
data are shifted into the reference frame of the moving X line. To do so, we
plot the out-of-plane component of the convection term −(vi × B)M from
the generalized Ohm’s law in a cut along the normal direction through
the X line. Using the expressions in Cassak and Shay (2009) and Mozer
et al. (2002), we add a uniform bulk flow in the normal direction until the
upstream values of the convection electric field on the two sides of the dif-
fusion region are approximately equal; this determination is done by eye.
The species velocities are then measured in this moving reference frame;
the magnetic fields, densities, and pressures are unchanged by this change
of reference frame. Locations where the bulk flow reverses along the cut
normal to the X line for each species are identified as the stagnation point.
Note, this is prohibitively difficult when the number of particles per grid
is small because of particle noise, so having high enough particles per
grid cell as done here is crucial to carry out this procedure. The distance
the location of the stagnation point shifts by going into the moving refer-
ence frame for a given system depends on the extent of the asymmetry;
whether it is necessary should be assessed for each individual case.

A second point is that the term “stagnation point” is nuanced. Formally,
the stagnation point is the single point where the in-plane bulk velocity of
a species vanishes. In a vertical cut through the X line, there is a location
where the vertical bulk velocity goes through zero, which is what we are
labeling the stagnation point. However, there may be horizontal flow at
this point. Indeed, it has been found that the true stagnation point can be
displaced in the horizontal L direction when there is a guide field (M. Hesse
et al., presentation at the 2016 Mini-GEM meeting). We choose to still refer
to the flow reversal in this cut as the stagnation point. The 2-D plots in
Figures 3 and 4 show that the location and magnitude of J ⋅ E and J ⋅ E′
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Table 3
Predicted Quantities (in Units Normalized to the Properties in the Magnetosheath) in the Calculation Leading Up to the
Separation Between the X line X and the Stagnation Point S𝜎 , Both for Ions and Electrons

Quantity 16 Oct 2015 8 Dec 2015 8 Sep 2015
n1i B2

L2i−n2i B2
L1i

(BL1i+BL2i)(n1i BL2i+n2i BL1i)
0.594 0.553 0.508

vout (cAL,sh) cA,asym,i = 1.61 cs,asym,i = 1.44 cs,asym,i = 2.17

Ωci (Ωci,sh) 1.26 (based on Bred,i) 2.01 (based on Btot) 5.09 (based on Btot)

𝛿i = vout∕Ωci (di,sh) 1.28 0.716 0.426

𝛿XSi
= 2𝛿i(Row 1) (di,sh) 1.52 0.792 0.216

𝛿XSi
(di,sh) (Simulations) 1.765 0.668 0.3375

vout,e (cAL,sh) cA,asym,e = 16.1 ve,asym = 20.8 ve,asym = 7.50

Ωce (Ωci,sh) 126 (based on Bred,i) 201 (based on Btot) 509 (based on Btot)

𝛿e = vout,e∕Ωce (di,sh) 0.128 0.103 0.0147

𝛿XSe
= 2𝛿e(Row 1) (di,sh) 0.152 0.114 0.014

𝛿XSe
(di,sh) (Simulations) 0.535 0.173 0.0675

1
2

(√
BL1
BL2

+
√

BL2
BL1

)
de,out (di,sh) 0.128 0.120 0.119

Note. Normalizations to convert these to real units are in Table 2. The top line is the right-hand side of equation (1). The
second line is what is referred to as vout in section 2, which is cA,asym,i for low guide field and cs,asym,i for strong guide field.
The third line is the appropriate ion cyclotron frequency as discussed in section 2; based on the reduced magnetic field
for low guide field and the average guide field for the strong guide field. The fourth line is the predicted half thickness of
the diffusion region, and the fifth line is the predicted absolute distance between X and Si . The sixth line is the measured
value of 𝛿XSi

in the simulations, as seen in Figure 5. Below the horizontal line, the calculations are repeated for the electron
layer. The last line has the prediction using the inertial scale instead of the thermal Larmor radius, showing that the
thermal Larmor radius better agrees with the results.

are similar within a small range in L around the X line, which justifies the use of the data along a vertical cut
through the X line.

We are now prepared to analyze the results. First, we discuss both the relative and absolute structure of the
dissipation region and the location where the energy conversion rate is nonzero, starting with the structure.
We first consider the ion scales. Figure 5 is plotted such that the horizontal axes have been scaled to make the
X lines and ion stagnation points Si line up in the three panels. For each simulation, we calculate the prediction
for 𝛿XSi

using the expressions in section 2. The intermediate steps in the calculations for the ion scale structure
are provided in Table 3. The top row in Table 3 gives the right-hand side of equation (1). For all three cases,
the right-hand side of equation (1) is predicted to be between 0.5 and 0.6, meaning that the ion stagnation
point is predicted to be about half the diffusion region thickness on the magnetospheric side of the X line for
each event simulation. The second and third rows in Table 3 give vout and Ωci for the three simulations, using
cA,asym,i and Ωci(Bred𝜎) for the 16 October 2015 low guide field case but cs,asym,i and Ωci(Btot) for the two higher
guide field cases. The fourth row of the table gives their ratio, which is a prediction for the half thickness of
the ion diffusion region 𝛿i. The fifth row of the table gives the prediction for the absolute distance from the
X line to the ion stagnation point 𝛿XSi

using equation (1). The results for 𝛿i and 𝛿XSi
show strong decreases in

the absolute thickness with increasing guide field, reflecting that the particles have smaller Larmor radii.

The results from the PIC simulations for the values of 𝛿XSi
, extracted from Figure 5, are given in the sixth row

of Table 3. While perfect absolute agreement is not expected given the crudeness of the predictions, we see
that the trend of reduced thickness with increasing guide field is nicely described. As a reminder, diamagnetic
effects are not included here, though they are expected to be important for the 8 December 2015 event,
potentially making the diffusion region thinner by decreasing the outflow speed vout that comes into the
numerator of 𝜌𝜎 in equation (8). The results are suggestive that, for these event simulations, it is reasonably
the case that the large changes in the absolute location of the X line and ion stagnation point are mostly
attributable to the role of the guide field in making the diffusion region thinner.

For the separation of the X line and the electron stagnation point, similar calculations are performed in
the lower portion of Table 3. For the right-hand side of equation (1), we take the upstream magnetic fields
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Figure 6. Stack plots of a cut in the N direction through the X line of J ⋅ E′

as a function of time t normalized to Ωci,sh for the (top) 16 October 2015,
(middle) 8 December 2015, and (bottom) 8 September 2015 PIC simulations.
The N axis has been shifted by N0, the center of the current sheet at the
simulation’s initialization. The black curve is the location of the X line. Data
are presented in normalized units given in Table 2.

and densities to be the same as at the ion layer even though this is not
expected to be the case. We suspect, without testing, that the asymme-
try at the electron layer is larger than at the ion layer, so these predictions
might actually be a bit smaller than they should be. The first five rows
below the midline in Table 3 show results of analogous calculations for
electrons. For the 16 October 2015 low guide field event simulation, the
prediction does not agree with the simulations, which are over a factor
of 3 larger than predicted. We suspect the disagreement is caused by
the structures present on the magnetospheric side of the X line as dis-
cussed earlier in this section. For the large guide field case, the theory,
which assumes that the thickness is controlled by the thermal gyroradius,
reasonably captures the observed trend, though again the absolute agree-
ment is not great. For completeness, we include a sixth line in the table
containing the prediction if the electron layer thickness is governed by
the electron inertial scale instead of the thermal gyroradius. These predic-
tions do not capture the trend, which suggests that the electron thermal
gyroscale is the more appropriate scale as we expected, at least for the
present simulations.

We also note in Figure 5 that there is a weak systematic effect that the
relative size of 𝛿XSe

decreases slightly with increasing guide field. Inter-
estingly, this trend is qualitatively consistent with the predicted relative
scales, given in the top line of Table 3, which decrease from 0.594 to 0.508
for the simulations with weak and strong guide fields. To summarize the
findings so far, the predictions from section 2 do a reasonable job of pre-
dicting trends in the location of the positions of the X line and electron and
ion stagnation points.

Now, we turn from the structure of the diffusion region to the impact of
the guide field strength on where the energy conversion rate is nonzero.
In all three cases, we clearly see that the peak is between the X line X and
electron stagnation point Se, as predicted. There is also a systematic effect
due to the guide field. The peak is essentially midway between X and Se

for the low guide field 16 October 2015 event simulation, and approaches
Se as the guide field is increased in the 8 December 2015 and 8 September
2015 event simulations. This is consistent with the theoretical expectations
as discussed in section 2.

It is important to confirm that the results obtained here are not only valid
at the particular time being considered. This is addressed in Figure 6. The
three panels are stack plots of J⋅E′ in a vertical cut through the X line (which
need not be stationary), stacked as a function of time. The black curve in

each plot marks the X line. The top plot for the 16 October 2015 event simulation vividly shows the ringing
of the current sheet discussed in section 3. As it settles down at late times, we see that indeed the region of
nonzero J ⋅ E′ is consistently about the same distance on the magnetospheric side for all late times. The red
color indicates that J ⋅ E′ is positive, so energy is going from the electric field to the particles. Some ringing is
seen in the middle plot for the 8 December 2015 event simulation. The main signal is the positive J ⋅ E′ just
to the magnetospheric side of the X line. Interestingly, there is a band of blue color on the magnetospheric
side of the X line, corresponding to a generator where energy goes from the particles to the electric field. This
may be a result of not going into the appropriate reference frame with a uniform reconnection electric field,
but we do not pursue this further as it is not our main goal. For the bottom plot for the 8 September 2015
event simulation, the red signal is near the X line region, closer to it than the other two simulations in absolute
distance. Interestingly, it appears as though the red region is broader, though this may just be due to noisiness
of the signal, and is nonzero on both sides of the X line at late times. We conclude from the three panels that
the results obtained here are not just valid at the single time investigated here but are consistently valid as a
function of time.
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Figure 7. Reduced distribution functions in arbitrary units in the vM − vN plane for the PIC simulations of the 16 October 2015 event at Ωci,sht = 40. They are
evaluated at (a) the X line X , (b) halfway between the X line and the electron flow reversal point Se in the N cut through the X line, and (c) at the electron flow
reversal point Se.

Finally, we put the results for where J ⋅ E′ is peaked in context of the kinetic physics driving the current by
looking at electron distribution functions. Each plot in Figures 7–9 shows the reduced distribution function in
the veMveN plane at the same time as the 2-D plots shown previously. The panels are evaluated at (a) the X line
X , (b) halfway between the X line and electron stagnation point (X + Se)∕2, and (c) at the electron stagnation
point Se. Spatial averaging is done over a 6 grid cell by 6 grid cell region in L and N centered at the point in
question for all three event simulations.

Results for the 16 October 2015, 8 December 2015, and 8 September 2015 event simulations are shown in
Figures 7, 8, and 9, respectively. For the 16 October 2015 event simulation with weak guide field, the middle
plot shows clear evidence of the crescent-shaped distribution seen in simulations (Hesse et al., 2014) and in
MMS observations (Burch, Torbert, et al., 2016). There is a small crescent-like shape at Se, but it seems as though
the crescent distribution consistent with driving the main part of the current is closer to halfway between
X and Se rather than at Se. This is consistent with the finding that JM is peaked between X and Se for the 16
October 2015 event simulation.

For the 8 December 2015 event simulation in Figure 8 with moderate guide field, the vestige of a crescent
is visible in all three plots, but it is small compared to the rest of the distribution. For the large guide field
event simulation in Figure 9, no detectable crescent is seen. The results are qualitatively consistent with the
predictions by Hesse et al. (2016) that the crescents disappear for large guide field. In the context of the kinetic
cause of the current density, there is clearly a beam offset from the origin in the distribution function at all
three locations, but it is dominant at Se. This is consistent with the peak in the energy conversion rate being
close to Se for increasing guide fields and confirms the expectation that the current is closer to the electron
stagnation point for larger guide fields, where the current is generated by electrons accelerating along the
guide magnetic field due to the parallel reconnection electric field.

5. Comparison to MMS and AMPERE Observations and Global Simulations

We now compare the theory and event PIC simulation results to local reconnection observations from MMS
data, the inferred global and local picture from the Active Magnetosphere and Planetary Electrodynamics
Response Experiment (AMPERE), and to a global magnetospheric resistive-MHD simulation. The MMS data
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Figure 8. As in Figure 7 but for the 8 December 2015 PIC simulation at Ωci,sht = 13.728.
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Figure 9. As in Figure 7 but for the 8 September 2015 PIC simulation at Ωci,sht = 28.

are taken from Burch, Torbert, et al. (2016) (16 October 2015), Burch and Phan (2016) (8 December 2015),
and Eriksson, Wilder, et al. (2016) (8 September 2015). The energy conversion rate from these three events is
synthesized in the companion paper (Genestreti et al., 2017).

We first consider the reconnection electric field. As stated in section 4, the simulated reconnection rates Esims

when converted to real units are 0.17, 0.21, and 0.074 mV/m. We compare that to what we have for theoretical
predictions from Cassak and Shay (2007). That theory was for antiparallel 2-D asymmetric reconnection with
no upstream flow, while the real events are 3-D, have a guide field, and have upstream flow. So, these should
just be interpreted as a guideline rather than a precise prediction. The results, using equations (11) and (6)
and the upstream parameters from Table 1 are Etheory = 0.70, 0.42, and 0.26 mV/m. It is known that this theory
tends to overpredict the rate in PIC simulations by a factor of 2 (Malakit et al., 2010), so if we adjust for this, we
get 0.35, 0.21, and 0.13 mV/m. The theoretical predictions are in reasonable agreement with the simulations,
within a factor of 2 for each simulation.

We also compare the results to global magnetospheric magnetohydrodynamic (MHD) simulation using
solar wind conditions from the 16 October 2015 event. The global magnetospheric simulation employs the
Block Adaptive Tree Solarwind Roe-type Upwind Scheme (BATS-R-US) MHD code (De Zeeuw et al., 2000;
Gombosi et al., 2000; Powell et al., 1999) coupled with the ionospheric electrodynamics model and is per-
formed at NASA’s Goddard Space Flight Center’s Community Coordinated Modeling Center (CCMC). The MHD
simulation domain is −255<x < 33, −48 < y< 48, and −48 < z < 48 and uses a resolution of 0.125 through-
out the region −15 < x, y, z < 15, where distances and grid cell size are measured in Earth radii RE. The
coordinate system is Geocentric Solar Magnetic. The global simulation includes a uniform explicit resistivity
𝜂∕𝜇0 = 6.0 × 1010 m2/s. Although the magnetopause is known to be collisionless, including an explicit
resistivity allows for reproducible results that are independent of the numerics (e.g., Komar et al., 2013). The
parameters in the solar wind are generated using the CCMC’s Runs on Request service and automatically gen-
erated from 1 min OMNI measurements propagated from L1 to the MHD boundary at x = 33 RE ; Bx = 0 nT
and is updated as a function of time. The ionosphere is modeled via conservation of electric charge from the
currents of the MHD simulation at 3.5 RE mapped to the ionosphere at a radial distance of 1.017 RE . Represen-
tative auroral Pederson and Hall conductances are determined from an F10.7 index of 108.4 solar flux units to
the ionospheric electric field E on a 181 × 181 geomagnetic latitude and longitude grid.

The simulated polar cap potential in the Northern Hemisphere 11 min after the MMS crossing (13:18:00) is
plotted in Figure 10 (top). The delay by 11 min is to make a direct comparison to the observations, which
experience a delay between the reconnection event at 13:07 and the time that the signal from it is detected
in the ionosphere. We point out that direct comparisons of this sort are nontrivial because of the way the
codes are initialized, but we find that the numerical results are not strongly time dependent and therefore
represent a reasonable comparison. The cross polar cap potential ΦCPCP is 59.8 kV. The X line (technically
the magnetic separator, but they are essentially the same for our purposes) is traced using the techniques
of Komar et al. (2013); Figure 11 shows the magnetopause in green dots and the separator in blue dots at
13:07, the time of the MMS crossing. The red dot shows the position of MMS at the time of its actual cross-
ing, which is within 1 RE of the simulated X line. The reconnection electric field, calculated as the electric field
(𝜂J∥ = 𝜂J ⋅M̂) parallel to the separator (X line) (Komar & Cassak, 2016), is plotted as a function of distance along
the separator in units of Earth radii RE at 13:07 in Figure 12. Zero is the subsolar point, and the vertical line at−9
RE denotes the location of closest approach to the separator by MMS. The reconnection rate at that location
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Figure 10. (top) Result from global magnetospheric resistive-MHD
simulation showing the polar cap potential in the Northern Hemisphere at
13:18, 11 min after the crossing for the 16 October 2015 event. The arrows
denote ionospheric velocity. The total cross polar cap potential is 59.8 kV.
(bottom) Polar cap potential for the 16 October 2015 event at 13:18 derived
from AMPERE observations. The total cross polar cap potential is 25 kV.

is approximately 0.9 mV/m. This rate is within a factor of 6 of the 2-D PIC
simulations and theory, even though the global MHD simulation uses an
unrealistic explicit uniform resistivity to break the frozen-in condition.

On the observational side, the cross polar cap potential and the recon-
nection electric field at the MMS crossing can be inferred from AMPERE
(Anderson et al., 2016). The ionospheric convection pattern is derived
from the AMPERE field-aligned currents by applying the Ohm’s law as
described by Merkin and Lyon (2010). In general, ionospheric potential
is solved for with a conductance model that incorporates spatially dis-
tributed Pedersen and Hall components, which include the solar irradiance
and magnetospheric particle precipitation contributions. For the potential
inversions presented here, a uniform Pedersen conductance of 8 S is used.
The low-latitude boundary condition for the resulting Poisson equation is
set to Φ = 0 at 45∘ magnetic colatitude. We carry out this procedure for
the three events considered here. An example is shown for the 16 October
2015 event at 13:18, 11 min after the MMS crossing in Figure 10 (bottom).
The results reveal qualitative agreement with the MHD simulations in the
top panel. The cross polar cap potential ΦCPCP using this technique is
estimated to be 15–29, 18–73, and 8–20 kV for the 16 October 2015,
8 December 2015, and 8 September 2015 events, respectively. The ranges
reflect the dependence on the ionospheric conductance model. Using
a model magnetosphere to map from the ionosphere to the site of the
MMS crossing, the maximum reconnection rate at the site of the cross-
ing is inferred to be 0.2–0.5, 0.29–1.19, and 0.52–1.29 mV/m for the three
events. Despite the significant uncertainties with interpreting the AMPERE
and resistive-MHD simulations, these rates are within a factor of 2 in all
cases to the simulation results and theoretical predictions.

Now, we compare these results with direct observations of out-of-plane
electric fields Eobs measured by MMS for these events. For the three events,
spikes of approximately 15, 100, and 6 mV/m were observed. As has been
pointed out previously (Ergun et al., 2016; Eriksson, Wilder, et al., 2016), the
observed electric fields are far larger than the predictions, and we confirm
here that they are much larger than the local PIC simulations and a global
MHD simulation as well—by 1.5 to 3 orders of magnitude. Interestingly,
they are also much larger than those inferred from AMPERE observations
and the MHD simulations, by a far greater amount than the uncertainty
in these results. This is suggestive that the spikes in the MMS data do not
correspond to the reconnection electric field in the 2-D steady state sense,
as will be discussed further in the next section.

We do point out recent work by Chen et al. (2017) on a different event
with a guide field of about 1 (relative to the magnetosheath field; 0.2 rel-
ative to the magnetospheric field) from 2015 Dec 14. They filtered the
high-frequency signal out of EM and reported a relatively steady EM of
about 0.84 mV/m which compared well (within a factor of 2) of the rate

obtained from a 2-D PIC simulation. They also saw spikes to higher values that they attributed to double lay-
ers. Their result is an example of an event where the maximum rate is also larger than the predicted rate, but
they were able to detect a nonzero steady rate in reasonable agreement with simulations that are of the same
order of magnitude as the reconnection electric fields inferred here.

There is another way to see if the reconnection process as measured by MMS is revealing signatures of the
lower global reconnection rates or the higher local electric fields spikes—the velocity of the reconnection
site as it passes by the MMS spacecraft. We focus only on the well-studied 16 October 2015 event. In a
steady state, the X line convects into the high magnetic field (magnetospheric) side because it is energetically
favorable for the X line to convect than it is to bend the stronger magnetospheric field (Cassak & Shay, 2007).
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Figure 11. Result from global magnetospheric resistive-MHD simulation
of the 16 October 2015 MMS reconnection event showing green dots on
the surface of the dayside magnetopause and blue dots for the X line
(technically the magnetic separator). The red dot shows the location of the
real MMS satellites at the time in the simulation of the real event.

An estimate for the speed it convects earthward assumes that the X line
moves at the full inflow velocity. Using the theoretical prediction of E =
0.70 mV/m and BL,ms = 39 nT for this event, we get an earthward velocity of
E∕BL,ms = 18 km/s. The inferred N directed speed of the structure past the
spacecraft is 30–45 km/s (Burch, Torbert, et al., 2016; Ergun et al., 2016).
The reasonable agreement between these two is another suggestion that
the global dynamics is set by the smaller reconnection electric field rather
than the large spikes in EM observed by MMS. The X line also had a vertical L
motion by the spacecraft in the range of 100–200 km/s in the−L direction.
We compare this to a superposition of two effects that cause motion of the
X line in the L direction. First, we estimate the diamagnetic drift speed to
be about 45 km/s in the +L direction. Second, it was suggested that the
bulk flow of the magnetosheath can cause an isolated X line to convect
(Doss et al., 2015), and under typical conditions the X line speed is com-
parable to the flow speed. The upstream bulk flow in the magnetosheath
is approximately 150 km/s in the −L direction (Burch, Torbert, et al., 2016).
A simple superposition of the two speeds gives about 100 km/s in the −L
direction. Therefore, the predictions of the speed of the X line both in the
N and L directions are reasonably consistent with the observations.

Unsurprisingly, comparing the magnitudes of the measured J ⋅ E′ for the
three events in question reveal similarly large disparities between the sim-
ulated and measured values, which was anticipated in Eriksson, Wilder,
et al. (2016). The simulated peak values are 3.6, 1.1, and 1.1 nW/m3, while
the observed peak values are 15, 10, and 8 nW/m3, which differ by up to
an order of magnitude.

We now turn to where the energy conversion rate J ⋅ E′ is nonzero and how that depends on guide field. As
pointed out in Genestreti et al. (2017), the spikes in J ⋅ E′ are located in different locations relative to the field
reversal for these events in question. For the low guide field (16 October 2015) event, the spike is displaced
from the field reversal (X line) on the magnetospheric side. For the medium guide field (8 December 2015)
event, there were two spikes; one at the field reversal (X line) and one near the peak in the current (near the
electron stagnation point). For the large guide field (8 September 2015) event, it was very close to the field
reversal (X line).

Figure 12. Result from global magnetospheric resistive-MHD simulation of
the 16 October 2015 event showing the component of the electric field E in
mV/m along the X line (separator) as a function of distance along the X line
in Earth radii RE at the time of the MMS crossing. The zero of the horizontal
axis is the subsolar point, and the vertical line at about −9 RE denotes the
location of closest approach of the MMS satellite.

The present results provide some insight into these observations. For the
16 October 2015 event, the predicted location of the electron and ion
stagnation points is on the magnetospheric side of the X line. We expect
J ⋅ E′ to be peaked halfway between the X line and the electron stag-
nation point, so it being displaced from the field reversal is qualitatively
consistent. Also, using equations (1)–(4) and the upstream parameters
in Table 1, the theory predicts 𝛿XSe ≃ 2 km. The measured separation
between the field reversal and the signal of current density JM is about
0.3 s, so using an N-directed velocity of 30–45 km/s gives a separation of
9–13.5 km. The prediction is smaller than the inferred size, but the theory
also underpredicted the distance in the simulation by a factor of 3, sug-
gesting reasonable agreement between the simulations and observations.
That said, it is known that 3-D effects play a role for this event (Ergun et al.,
2017; Price et al., 2016) which would be expected to broaden the layer to
be thicker than the 2-D theory would predict. Therefore, underpredicting
the measured separation is quite reasonable.

For the 8 December 2015 event, there is structure both at the field rever-
sal and toward the magnetosphere where the electron stagnation point is
located. This is reasonable given the theoretical predictions, but we do not
see such structure in the PIC simulations in a vertical cut through the X line.
Finally, for the 8 September 2015 event, the structure is near the X line.
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We expect the structure to be close to the electron stagnation point. However, due to the large guide field,
the diffusion region is thinner, so it should be closer to the X line in an absolute sense. This is consistent with
the data. Thus, there are some similarities to the data, but there are also important differences that still need
to be understood.

Finally, we qualitatively compare distribution functions between the 2-D simulations and the observational
data from MMS for these three events. For the low guide field 16 October 2015 event, crescent distribution
functions were observed; see Figure 4 of Burch, Torbert, et al. (2016). For the guide field 1 case in Burch and
Phan (2016), crescents were also observed, but they were less pronounced. For the strong guide field case
in Eriksson, Wilder, et al. (2016), no crescent distribution functions were reported. This is consistent with the
predictions by Hesse et al. (2014, 2016), and consistent with the distribution functions seen in the present
study as seen in Figures 7–9.

As before, we promote caution in these types of comparisons. Indeed, since it is not likely the spikes in
electric field in the data are the same as what is seen in these 2-D simulations, it is not obvious whether
any correspondence is meaningful. This warrants further study; 3-D simulations will be an asset for such
future work.

6. Summary and Discussion

This study is motivated by observations of three magnetic reconnection events by MMS that revealed the
location where the rate of energy conversion by the electric field in the reference frame of the electrons J ⋅E′ is
appreciable depends on the strength of the out-of-plane guide magnetic field. We perform a theoretical and
computational study to address this issue. In this study, we argued on theoretical grounds that the peak in the
current is expected to lie between the X line and the electron stagnation point for typical conditions at the
dayside magnetopause. (Note, one can simulate cases for which this is not the case (Malakit, 2012).) We argue
it is between the X line and electron stagnation point in the weak guide field limit, and moves toward the
electron stagnation point with increasing guide field (for typical magnetospheric conditions). Physically,
the current is carried by electrons making up the crescent-shaped distribution in the weak guide field case. As
the guide field increases and more electrons remain magnetized by the guide field, the out-of-plane current
is carried by particles accelerating along the guide field by the reconnection electric field.

We suggest a nonrigorous approach to generalize previous predictions for the location of the X line and stag-
nation points to the case with a guide field. We then compare the predictions to results of 2-D PIC simulations
using upstream parameters guided by the MMS observations of three events. We find the new predictions do
a reasonable job of capturing the scaling of the changes with the guide field. The dominant effect of the guide
field controlling the distance between the X line and where the energy conversion occurs is the gyroradius of
the electrons, which decreases with increasing guide field. A number of effects were not included and could
affect the scaling, including diamagnetic effects, 3-D effects, and effects due to time variation, which should
be addressed in future work.

The results imply the following about the relative and absolute location of where the energy conversion rate is
a maximum. In the relative sense, the energy conversion moves from midway between the X line and electron
stagnation point for the zero guide field case to close to the electron stagnation point for the strong guide
field case. In the absolute sense, the thickness of the diffusion region decreases with increasing guide field,
so the energy conversion appears closer to the X line compared to weaker guide field events.

We also confirmed the previously noted result that the strong spikes in out-of-plane electric field observed
in a number of MMS reconnection events far exceed the reconnection rate predicted from 2-D steady state
reconnection theory (Ergun et al., 2016; Eriksson, Wilder, et al., 2016). There seems to be broad agreement
that the measured electric fields cannot be representing the uniform reconnection electric field envisioned
in 2-D reconnection theory. Indeed, if the high values observed represented the reconnection electric field,
then the cross polar cap potential would be far greater than what is observed, as shown here using AMPERE
observations and global magnetospheric simulations, so these strong fields cannot be global.

There is less certainty on what the strong out-of-plane electric fields seen by MMS do represent. It has been
suggested that they represent the electric field that arises due to drift waves, where the rippling of the density
gradient causes the normal electric field to rotate into the M direction. Stronger electric fields than those
measured in the 2-D simulations presented here have been found, for the 16 October 2015 event, in 3-D
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simulations using the same upstream parameters (Le et al., 2017; Price et al., 2016; 2017), suggesting that 3-D
simulations are crucial to satisfactorily address this issue. It has also been suggested that these fields truly
represent reconnection which is bursty and localized and the average over the bursty fields gives the global
rate in agreement with global considerations, but this remains an open question. We do, however, point out
that some of the MMS events, including the 16 October 2015 and 8 September 2015 events have unipolar
spikes in the out-of-plane electric field, while others like the 8 December 2015 event have strong electric field
signatures with bipolar spikes.

Since the large spikes in out-of-plane electric field in the MMS data do not correspond to the uniform recon-
nection electric field in the simulations, we refrain from making too strong of a statement about whether the
simulations agree with the observations on the location of the regions where J ⋅ E′ is nonzero but a number
of aspects do agree with the theory and simulations. In future work, it will be interesting to revisit the ques-
tions here in 3-D simulations, both for the larger-scale reconnection electric field and the structured spikes
that arise. The fully 3-D system is, of course, more complicated. Without a guide field, 3-D features such as
electron holes, the Buneman instability, and electrostatic whistlers can trap particles in the wave fields lead-
ing to irreversible dissipation (Che et al., 2011; Drake et al., 2003). Similarly, with a guide field, drift waves are
associated with strong electric fields which may or may not be dissipative. Both reversible energy conversion
and irreversible dissipation is included in J ⋅E′. It has been, and remains, a challenge to determine how a signal
of nonzero J ⋅ E′ is partitioned between reversible and irreversible energy conversion.
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